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So what’ s driving this Al surge?

Data, for one. In 2019, the average internet user will generate ~25GB of IP traffic
per month. By comparison, in a single day, a smart car will generate 2X that
amount of data (50 GB), a smart hospital will generate 120X (3TB or 3,000 GB), a
plane will generate 1,600X (40TB or 40,000 GB), a smart factory will generate
40,000X (1PB or 1,000,000 GB), and a city safety system will generate 800,000X
(50PB or 50,000,000 GB). And we’ re only talking about 2019! When you
consider that there will be 3X more smart connected devices than the global
population by 2022, a growth from 17.7 billion networked devices in 2019 to 28.5
billion in 2022, the quantity of data generated is difficult to fathom. This data
contains a treasure trove of valuable insights, in business, operations and security
that we really want to extract, and in order to do that efficiently we need tools like
analytics and Al by our side.

And when you think about analyzing troves of data, the first thing that may come
to mind is “data analytics” , the longstanding but constantly evolving science
that companies leverage for insight, innovation, and competitive advantage.
Analytics has changed a lot over the years, but continues to advance through
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‘more or less’ five stages of increasing scale & maturity:
«Descriptive & Diagnostic analytics, sometimes called “operational analytics” ,
help us understand what happened and why.
«Predictive, Prescriptive & Cognitive analytics, sometimes called
analytics” , help us predict and plan for the future.
Al is its own category, applied to all phases of the analytics pipeline (especially more advanced
analytics), and a vital tool for reaching higher maturity & scale data analytics. And with the
recent breakthroughs in computation performance and an in-pouring of innovation into the
A+Al realm, we now have the tools to extract valuable insights from troves of data.

43

advanced
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So, what is Al, exactly? Well, we’ re a long way from how Artificial Intelligence (Al for short)
is portrayed in science fiction movies. The definition continues to evolve, but fundamentally,
Al is the ability of machines to learn from experience, without explicit programming, in order
to perform functions typically associated with the human mind. There’ s no one-size
fits all approach to Al, so it” s helpful to explore some of the more prominent
approaches to Al.

One such leading approach is machine learning, a category includes algorithms that improve
with exposure to more data over time, and there are countless such algorithms that perform
functions like regression, classification, clustering, decision trees, extrapolation, and more.

A fast-growing subset within the machine learning category is deep learning. This
approach uses layered neural networks that learn from vast amounts of data to
solve problems that are difficult to reverse engineer, such as computer vision,
speech recognition, and many more. With deep learning, we avoid feature some of the

‘reverse engineering’ required with traditional machine learning algorithms, instead
letting the neural network automatically adjust and adapt to every new piece of training
data.

Now, let” s explore the difference between the two key stages of deep learning: training

11



and inference.

In the example shown here, the job of the deep neural network is to classify a picture into one
of three different categories — a person, a bicycle, or a strawberry.

First, labeled image (e.g. picture of a bicycle labeled as “bicycle” ) is input into the network
ina “forward pass” and the untrained network predicts that the bicycle is a strawberry,
which is an error. Next, inthe “backward pass” , the error propagates back through the
network and the weights (i.e., the interconnections between the artificial neurons) are
updated to account for the error. Once these updates have been made, the next time the
same image is passed into the network, it will be more likely to predict that it” s a bicycle.
Over billions upon billions of iterations like this example, you end up with a “trained” neural
network that can accurately identify a given input image. When you’ re satisfied with the
trained accuracy of your neural network, the model weights are frozen, and the trained model
can be used for inference.

Inference, in this example, is the process of feeding an unknown image into the trained neural
network and allowing it to “infer” what’ sin that image. If you did a good job training the
model weights, it should predict “bicycle” for an image of a bicycle. Inference is really just
the “forward pass” portion of the training phase, but while training is dense compute
intensive and typically done in the data center, inference can take place there or evenin a
smart car or on a smartphone. The compute demands for inferencing really depend on the
use case, and vary significantly in throughput, latency, power and size. So while you could use
the same processor for inference as you do for training, it often makes sense to use a different
more efficient approach.
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Which industries are the earliest adopters of Al? Generally, those segments with clear use
cases, high purchasing power, and high rewards for making decisions quickly and/or more
accurately will adopt Al fastest. Here are the segments that we believe will lead Al through
2020, ordered roughly by market opportunity (earliest at left).

HFHBT

eSmart Assistants — personal assistant that anticipates, optimizes, automates daily life (e.g.
Amazon Alexa, Apple Siri, Google Assistant, Microsoft Cortana, Facebook Jarvis home
automation, X.ai virtual assistant Amy)

eChatbots — 24/7/365 no waiting access to an informative or helpful agent (e.g. WeChat,
Bank of America, Uber, Pizza Hut, Alaska Airlines, Amtrak, etc.)

eSearch — ability to more intelligently search more data types including image, video,
context, etc (e.g. Improved Google search, Google Photos, ReSnap)

ePersonalization — ability to automatically adjust content/recommendations to suit
individuals (e.g. Entefy, Netflix recommendation engine, Amazon personalized shopping
recommendations)

eAugmented Reality — overlay information on our field of view in real-time to identify
interesting or undesirable things (e.g. Intel Project Alloy, Google Translate using smartphone
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camera)
*Robots — personal robots that are able to perform household, yard, or other chores (e.g. Jibo
robot for day-to-day functions, Roomba follow-ons)

Health (SME:Kristina Kermanshahche, Ketan Paranjape)

eEnhanced Diagnosis — a tool for doctors to augment their own diagnosis with more data,
experience, precision and accuracy (e.g. radiology image analysis, Journal of American
Medicine Association paper on retina scan for diabetic retinopathy, skin lesion classification to
recognize melanoma with 98% accuracy, medical history scraping, treatment outcome
prediction)

eDrug Discovery — computational drug discovery that intelligently hones in on the most
promising treatments (e.g. speeding pharma drug development)

ePatient Care — machines that aid with monitoring, treatment, and/or recovery of patients
(e.g. visual patient monitoring, autonomous robotic surgery, friendly medication and/or
physical therapy robots)

eResearch — instantly sifting through hundreds of new research papers and clinical trials that
are published each day to make new connections (e.g. Al at University of North Carolina’ s
Lineberger Comprehensive Cancer Center)

eSensory Aids — filling in for various senses that are absent or challenged (e.g. visual aid, audio
aid)

Finance (SME:Robert Geva)

e Algorithmic Trading — augment rule-based algorithmic trading models and data sources using
Al (e.g. Kensho analysis of myriad data to predict stock movement)

eFraud Detection — ability to identify fraudulent transactions and/or claims (e.g. USAA
identifies insurance fraud)

eResearch — ability to intelligently assemble, parse, and extract meaning from troves of data
that influence asset prices (e.g. Quid, FSI firm reducing time to insight for portfolio managers
through smart knowledge management system)

ePersonal Finance — smarter recommendations, lower risk lending, greater efficiency (e.g.
active portfolio recommendations, quickly parsing more data before issuing loan, automatic
reading of check scans, etc.)

*Risk Mitigation — detect risk factors and/or reduce the burden of regulation and minimize
errors through automated compliance (e.g. IBM+Promontory Financial Group using natural
language processing to detect excursions)

Retail (SME:Janet Kerby, Chris Hunt)

eSupport — bots providing shopping, ordering and support in lifelike interaction (e.g. My
Starbucks Barista, KLM Dutch Airline customer support via social media, Nieman Marcus visual
search, Pizza Hut order pizza via bot, Adobe Digital’ s digital mirror that recommends clothes,
intelligent phone menu routing based on NLP, ViSenze recommending similar items based on
image, Adobe Digital’ s digital mirror that recommends clothes)

eExperience — deliver winning consumer experiences in-store (e.g. Amazon Go checkout-free
grocery store, Macy’ s mobile shopping assistant, Lowes Lowebots that roam stores
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answering simple questions and tracking inventory)

*Marketing — precision marketing to consumers, promoting products and services how and
where they want to hear (e.g. North Face “Expert Personal Shopper” on website)
*Merchandising — better planning through accelerated and expanded insight into consumer
buying patterns (e.g. Stitch Fix virtual styling, Skechers.com analyzing clicks in real-time to
bring similar catalog items forward, Wal-mart pairing products that sell together, Cosabella
evolutionary website tweaks)

el oyalty — transform the consumer experience through segmentation (e.g. Under Armour
health app that constantly collects user data to deliver personalized fitness recommendations)
*Supply Chain — optimize the supply chain and inventory management for efficiency and
innovate new business models (e.g. OnProcess technology’ s use of predictive analytics for
inventory management)

eSecurity — improve security of all consumer and business digital assets, such as real-time
shoplifting/lifter detection, multi-factor identity verification, data breach detection (e.g.
Mastercard pay with your face, Walmart facial recognition to catch shoplifters)

Government (SME:Harris Joyce)

*Defense — drones, connected soldiers, defense strategy (e.g. military/surveillance drones,
autonomous rescue vehicles, augmented connected soldier, real-time threat assessment and
strategy recommendation)

eData Insights — analyze massive amounts of data to identify opportunities/inefficiencies in
bureaucracy, cybersecurity threats and more, to ultimately implement better systems and
policies (e.g. MIT Al that detects cyber security threats)

*Crime Preventionusing Al to predict and help recover from disasters thanks to ability to
quickly process large amounts of unstructured data and optimize limited resources (e.g.
1Concern, BluelLineGrid)

eSafety & Security — crowd analytics, behavioral/sentiment analytics, social media analytics,
face/vehicle recognition, online identity recognition, real-time video analytics, using Al to
predict and help recover from disasters thanks to ability to quickly process large amounts of
unstructured data and optimize limited resources (e.g. police analyzing social media to adjust
police presence, license plate readers in police cars, 1Concern, BlueLineGrid)

eResident Engagement — new tools to facilitate citizen engagement like chatbots, at-risk
citizen identification, (e.g. Amelia chatbot in North London Enfield council, North Carolina
chatbot to help state employees with IT inquiries)

eSmarter Cities — traffic/pedestrian management, lighting management, weather
management, energy conservation, services analytics (e.g. San Francisco and Pittsburgh using
sensors and Al to optimize traffic flow)

Energy (SME:Noe Garcia, Tonya Cosby)

*0il & Gas Exploration — automated geophysical feature detection (e.g. oil & gas producers
using Al to augment traditional modeling & simulation)

eSmart Grid — predictive and real-time intelligent generation, allocation, and storage of power
to meet variable demand (e.g. GridSense, SoloGrid)

eQOperational Improvement — safety and efficiency improvements through predictive and/or
insightful Al (e.g. GE Oil and Gas using predictive analytics and Al to predict and preempt
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potential operational problems)

eConservation — intelligent buildings, computing and appliances that reduce power
consumption and are more efficient than producing another kWh of electricity (e.g. Google
DeepMind datacenter energy reductions)

Transport (SME:Len Klebba)

eAutomated Cars — autonomous cars driving on the roadways (e.g. BMW, Google, Uber, many
others)

e Automated Trucking — autonomous trucks driving on the roadways (e.g. Daimler)

e Aerospace — autonomous planes and other aerial vehicles (e.g. Boeing” s evolution of
autopilot and drones)

*Shipping — autonomous package delivery via drone or other vehicle (e.g. Amazon package
delivery drone)

eSearch & Rescue — ability to deploy autonomous robot to search and rescue victims in
potentially hazardous environments (e.g. war casualty extraction, miner rescue, firefighting,
avalanche rescue)

Industrial (SME:Mary Bunzel, Esther Baldwin)

eFactory Automation — highly-productive, efficient and safe factories with robots that can see,
hear and adapt to their environment to produce goods with incredible quality and speed (e.g.
assembly line)

*Predictive Maintenance — ability to detect patterns that indicate the likelihood of an
upcoming fault that would require maintenance (e.g. airline being able to adjust schedule to
perform preventive maintenance before a failure)

*Precision Agriculture — ability to deliver the precise amount of water, nutrients, sunlight,
weed killer, etc to a particular crop or individual plant (e.g. farmer using visual weed search to
zap only weeds with RoundUp, automated sorting of produce for market)

eField Automation — ability to automate heavy equipment beyond the factory walls (e.g.
mining, excavation, construction, road repair)

oAt

eAdvertising — interactive ads, adaptive ads, personalized ads, real-time ads (e.g. AdBrain,
MetaMarkets, Proximic, RocketFuel)

eEducation — virtual mentors, foreign language instruction, automated study sheets,
personalized assignments, cheating detection, deliberate practice, machine-to-machine
instruction (e.g. Intelligent Tutor Systems, Content Technologies Inc, PR2 robot from Cornell)
eGaming — dynamic and interactive video game experiences (e.g. Xbox Kinect, Playstation Eye,
Wii)

eProfessional & IT Services — sales, marketing, legal research, accounting/tax, assisted
counseling, customized IT recommendations (e.g. Pinsent Masons law firm that emulates
human decision-making, Salesforce use of Al)

eTelco/Media — customized content/ads, network optimization, quality of service,
mobile/home security (e.g. media company customizing tv show recommendations and ads,
network operator ensuring efficient and high-quality delivery/repair, wireless company using

12



multi-factor security)
eSports — intelligent analytics for injury prevention and betting (e.g. Kinduct injury prevention,
Microsoft Cortana predicting football games)

Here is an even broader list of industries that will be impacted by Al:Advertising, Aerospace,
Agriculture, Automotive, Building Automation, Business, Education, Fashion, Finance, Gaming,
Government, Healthcare, IT, Investment, Legal, Life Sciences, Logistics, Manufacturing, Media
& Entertainment, Oil/Gas/Mining, Real Estate, Retail, Sports & Fitness, Telecommunications,
Transportation

KB Intel forecast (IDC, Gll Research, Tractica, Technavio, Market Research Store, Allied
Market Research, BCC Research)
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Before we venture any further, it” s important to understand that implementing Al in your
organization will be a journey, and to think about which technology partner can help you
accelerate each step to take you full circle. In the next four slides, we’ [l walk through
an Intel Al case study to illustrate this journey.
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www.intel.ai

The Intel Al commitment to our customers is simple: we’ re here to help them
break barriers between Al theory and reality. With Intel Al, our customers can
simplify Al, choose any approach, tame their data deluge, speed up development,
deploy Al anywhere, and scale with confidence. There’ s no other company on
the planet that brings these unique capabilities together to accelerate Al from
start to finish.

At the heart of these capabilities, are three things:

First is our Al hardware portfolio. Intel brings unprecedented Al hardware choice,
from Intel® Xeon® Scalable processors optimized for faster deep learning, to Intel®
Movidius™ VPUs for leading on-device computer vision inference, to Intel® FPGAs
for real-time inference, to forthcoming ASICs built from the ground up to
accelerate deep learning, and more.Through these compute engines and our
innovative memory, storage & connectivity technologies, we’ re helping our
customers move, store and process data for Al.

Second is our Al software stack, which is inextricable from hardware. From
research to deployment, Intel is contributing open software & tools to speed up Al,
including optimizations for the most popular open-source deep learning
frameworks and topologies to get the most out of our hardware.

Third is our Al community which brings it all together.Intel” s community helps




customers truly move from data strategy to enterprise-scale Al deployment,
through Al direct engagements, market-ready solutions, reference designs, and
many more offerings across all industries.

For more information about all these and more, visit www.intel.ai

16



17



fEbEREA TS HE

=EED] e S =] s R pad T
€H B
oL e
£1I89 RiENNE

FREFIDNE

......

@M |

With Intel Al, you can deploy Al anywhere with unprecedented hardware choice.

As you can infer (pun intended), each Al use case has very different requirements in terms of
compute, power, size/form factor, latency, cost, resilience, etc. It” s helpful to break these
requirements down into a few buckets:
*On the top-left is the device category, where end point uses with lower power interactive
technology reside such as personal computers, cameras, smart speakers, drones, robots and
more. For this category, the Intel® Atom™ and Intel® Core™ processors are frequently the
host processor, but we’ re seeing a growing demand in this space for domain specific
inference SOC’ s tailored to individual applications
e Forinternet of things sensors (I0T) in security, home, retail, industrial and many
more verticals, high performance with very low power is crucial. For vision &
inference applications in drones and cameras for example, the Intel® Movidius™
Vision Processing Units (VPU) deliver high quality image recognition in a <1 watt
power envelope. You can experience this platform through the Intel®
Movidius™ Neural Compute Stick NCS (https://developer.movidius.com).
Similarly, for speech recognition in smart speakers and robots for example, the
combination of the Intel® Atom™ processor with the Intel GNA (Gaussian Neural
Accelerator), you can enable always-on listening using only milliwatts of power.
You can experience this platform through the Intel speech enabling developer kit
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(https://software.intel.com/en-us/iot/speech-enabling-dev-kit).

e For self-driving vehicles, Intel® Mobileye™ technology is your autonomous driving
solution—it” s a comprehensive self-driving vehicle platform that” s been in
development for years. For transportation-as-a-service oriented companies that
want control over their IP and access to the bare silicon, the Intel® Nervana™
Neural Network Processor (codename Spring Hill; coming Q4" 19) for inference is
the best solution.

e For personal computing, including desktops, laptops, convertibles, tablets,
smartphones and more, Intel is combining several of our dedicated accelerators
(Movidius VPU, GNA) with our CPU technology (Atom, Core) and integrated
processor graphics (Intel® Iris graphics) to deliver game-changing display,
video/vision, AR/VR, speech and gesture capabilities.

*On the left-middle is the edge, which could be a small distributed cluster located at a
company’ s factories around the world, an aggregation point like a network video recorder
(NVR), a complex system like a car or MRI (magnetic resonance imaging) machine, or even just
a few servers or workstations acting as gateway devices. In other words, the “edge” isa
broad category for localized compute. For the most part, most customers are doing all their
deep learning inferencing on Xeon/CPU, unless they’ re consistently doing a tremendous
amount of it and/or have specific use case requirements, which drives demand for general
purpose acceleration. Even in that case, for customers who run into problems running
inference on CPU, upgrading to the latest generation Xeon and utilizing the latest Intel-
optimized deep learning software (frameworks & topologies) can help meet their demands.

» For dedicated inference applications, the Intel® Nervana™ Neural Network
Processor for inference (codename Spring Hill; coming Q4” 19) will likely be the
most efficient solution

e Forvision & inference workloads with higher performance/watt requirements, the
Intel® Movidius™ vision processing unit (VPU) is a great option, available as a PCle
add-in card called the “Intel® Vision Accelerator Design with Intel® MovidiusTM
MyriadTM X VPU”

e For streaming latency-bound workloads with ” real-time” inference demands,
particularly in media & vision, the highly-flexible Intel® Arria® 10 FPGA is another
option, , available as a PCle add-in card called the “Intel® Vision Accelerator
Design with Intel® Arria® 10 FPGA”

*Finally, on the left-bottom is multi-cloud, which consists of the largest “hyperscale’
deployments such as public clouds (AWS, GCP, etc), communication service providers,
government labs, academic clusters, large enterprise IT (private and/or hybrid cloud) and
more. For the most part, most customers are running their deep learning inferencing and
training on Xeon/CPU, unless they’ re consistently doing a tremendous amount of it, which
drives demand for general purpose acceleration. Even in that case, for customers who run
into problems running on CPU, upgrading to the latest generation Xeon and utilizing the latest
Intel-optimized deep learning software (frameworks & topologies) can help meet their
demands.
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For dedicated deep learning training environments, like those where that workload
is persistent and accounts for a large share of all compute cycles, the Intel®
Nervana™ Neural Network Processor (NNP) is your purpose-built Al accelerator
solution with multi-model and multi-user support — coming in 2019.

For customers with memory-bandwidth bound (e.g. RNN/recurrent neural
networks) and/or flexible acceleration needs, the Intel® Stratix® 10 FPGA is an
option — especially such as with very specific custom use cases, unique IP flows,
data types, and/or multi-function workload flows. If you understand how to use
FPGA’ s overall, similar to how they’ re used in other accelerated applications,
then this may be a good acceleration solution.
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It” samyth that you need to use GPUs for Al or deep learning.

As you see in this chart, most enterprises are below the blue line, successfully using Intel®
Xeon® processors for Al and deep learning inference, and are now increasingly using them
for deep learning training too, thanks to optimizations that have led to breakthrough
performance increases. This performance continues to improve over time, and many
enterprises will never need acceleration to meet their needs.

That said, at some point down the line in your Al journey, you may reach an inflection point
where acceleration does becomes necessary. This could be driven by a particular usage
model at initial deployment or once your application “takes off” with huge growth in
inference demand (e.g. your app explodes like Instagram). However, for the initial proof-of-
concept (POC) — which can take a few weeks to several months, don’ t waste your money
on a limited-purpose GPU accelerator that will sit idle most of the time, and hardly save you
any time (if at all) due to the added time required to manage/deploy/duplicate data/etc. If
and when you are truly ready to benefit from acceleration, there will be exciting new
options on the market to select from, some of which we cover in this presentation.

So, as a rule of thumb, if you are like most enterprises and are just beginning your Al journey,
forget about acceleration and start with Xeon. It” s already the standard for deep learning
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inference in the data center, and is now more capable than ever for deep learning training
thanks in large part to all the software optimizations in the past 1-2 years. At some point
during the Al journey, you may need acceleration for a particular use case or because deep
learning has grown to be significant in your overall compute mix, but cross that bridge when
(and if) it comes... in fact, you may be more than satisfied with the continuous extension of
Xeon Al performance that comes with each new generation, especially now that new Al
features are being built into the silicon architecture.
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With Intel Al, you can speed up development with open Al software.

Intel is investing in Al tools that get the most out of, and streamline development
across, each hardware option in our portfolio.This ultimately accelerates total
time-to-solution.

«For application developers—those who deploy solutions using Al-based
algorithms—Intel has several tools to optimize performance and accelerate time-
to-solution.For deep learning, the Intel Distribution of OpenVINO Toolkit
facilitates model deployment for inference by converting and optimizing trained
models for whichever hardware target is downstream.It offers support for models
trained in TensorFlow, Caffe, and MXNet on CPU, integrated GPU, VPU (Movidius
Myriad 2/Neural Compute Stick), and FPGA. Intel also launched the beta of a tool
to help compress the end-to-end deep learning development cycle. This open
source, scalable and extensible distributed deep learning platform, built on
Kubernetes, is called Nauta (pronounced as ‘nau-ta’ ;means ‘sailor’ in Latin),
formerly know as the Intel Deep Learning Studio.

eFor data scientists—those who create Al-based algorithms—Intel contributes to and
optimizes a set of open source libraries that are widely used for machine and deep
learning.There are a number of such machine learning libraries that can be used to get the
most out of Intel hardware today, spanning Python, R, and Distributed.For deep learning,



Intel aims to ensure that all the major deep learning frameworks and topologies run
well on Intel hardware, and customers are of course free to choose whichever
frameworks best suit their needs.We’ ve been directly optimizing the most popular Al
frameworks first, based on market demand, and producing huge improvements.Today, we
have many optimized topologies available for TensorFlow, MXNet, Caffe2/PyTorch, and BigDL
on Spark, and you can download and install the optimized version of these frameworks by
clicking on the link in this slide.Going forward, we intend to enable even more frameworks like
PaddlePaddle, CNTK & many more through the Intel nGraph compiler.

eFor library developers—those who develop and optimize APIs, libraries, and frameworks to
support new algorithms and topologies on the underlying hardware—Intel offers a host of
foundational building blocks to get the most out of our hardware.Beginning on the left with
the primitives category, the Data Analytics Acceleration Library and Intel Python distribution
are important building blocks for machine learning.The DNN (deep neural network) open
source libraries contain CPU-optimized functions that are most relevant for, you guessed it,
deep learning model development. On the right side of this row is a description of the Intel
nGraph library (formerly the Nervana Graph), which takes the computational graph from each
deep learning framework and creates an intermediate representation, which is executed by
calling the math accelerator software libraries of each Intel hardware target.This compiler
reduces the need for framework and model direct optimization for each hardware target using
low-level software and math accelerator libraries.Today, it supports Intel Xeon CPUs, GPU
(CUDA), and the Crest family, with more hardware targets planned going forward.
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So where can you get started? The Intel Al academy is a great place to start for developers,
students, instructors and startups. There, you can learn all about Al, download tools and
resources to begin development with Al, find course materials to teach others & spread the
knowledge, and share things that you've learned and created with the Al community. To get
started, go to software.intel.com/ai.
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And last but certainly not least, you can turn to Intel or one of our many ecosystem partners

to help you get started on your Al journey. Visit builders.intel.com/ai to find out more about
one of our 100 and counting list of Al builder partners
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Intel is the only company that spans the entire Al journey. The Intel Al commitment to
our customers is simple: we’ re here to help them break barriers between Al
theory and reality. With Intel Al, our customers can simplify Al, choose any
approach, tame their data deluge, speed up development, deploy Al anywhere,
and scale with confidence. We look forward to building what was once thought
to be impossible, with YOU. For more information about all these and more, visit
www.intel.ai
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Before we venture any further, it” s important to understand that implementing Al in your
organization will be a journey, and to think about which technology partner can help you
accelerate each step to take you full circle. In the next four slides, we’ [l walk through
an Intel Al case study to illustrate this journey.
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This is a case study based on Intel’ s Al engagement with an industrial sector
company.

1.Challenge

This journey began with a survey of potential Al opportunities, starting with
internal brainstorming, surveying the external landscape, and combing through
the 70+ solutions in the Intel Al builders program. Once we identified some
promising opportunities, the next step was to assess and rank the business value
of implementing each Al solution.

2.Approach

The next step was to work with Intel’ s experts to identify the best approach
(analytics, ML, DL, etc.) and estimate the associated complexity/cost of each
solution. For example, building a new deep learning model from scratch is more
costly than building off an existing deep learning model, which in turn is more
costly than using a know machine learning method. We then plotted the top Al
opportunities on a value/simplicity chart, it became clear which project would
deliver the highest ROIl: automating underwater industrial defect detection using
deep learning image recognition.

3.Values

Before going any further down the chosen path, it” s important to assess the “other”
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ramifications of an Al implementation, beyond the dollars and cents. In this case, we
discussed the legal, social, and ethical issues that may arise, what we could do to mitigate
them, and whether there we had any showstopper risks.We also documented the
assessment and mitigation plan to revisit if/when this pilot goes into production.
4. People
The next step was to secure organizational buy-in and build up the right talent. This step is
crucial, because if key stakeholders aren” t ready to accept data-driven insights, then all
the work ahead may be for naught. A classic example is the initial resistance to data
analytics in sports, where general managers and scouts scoffed at the idea of computer
algorithms outsmarting their years of experience and tribal knowledge. We used other
Intel Al solution briefs and customer testimonials get buy-in, as well as ensure that the
organization was ready to embrace the fact that Al development is different, involving
more trial & error and uncertainty than traditional software development. Next, we
assessed the talent situation and determined that training up existing
developers through Intel’ s free Al developer program was the best approach.
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While the time slice breakdowns you’ |l see on this slide are only based on this example,
other projects will vary slightly but generally follow the same process.

6.Data

One of the biggest barriers to Al, which is often overlooked, is getting your data ready. From
sourcing to storing to preparing’ cleansing data for analysis, Intel worked with this
customer to get their data layer right — a stage that took about as long as the actual model
development itself!

7.Model

Once the data was ready, the team began experimenting with various topologies and tuning
hyperparameters through iterative training runs. Once a sufficiently high accuracy was
reached, the trained model was tested against a control data set, and inference results
achieved a high enough accuracy to proceed to the cleanup & documentation phase. About
60% of the time was spent training, whereas the rest was testing & documentation.
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8. Deploy
The final (and arguably most complex) stage is to take the pilot to production, deploying
the model at scale.

In this case, our customer joined forces with a partner from the Intel Al Builders program
to put togethera “real world” Al solution.

The colorful block diagram at the top is a functional description of each step in this
industrial defect detection scenario. There are 10 underwater drones that are equipped
with video cameras to monitor heavy industrial equipment in order to detect potential
defects.These drones capture videos of the underwater equipment, which is then
ingested into the data center. Those videos are stored, for use in re-training the model
and future reference, as well as passed to the inference cluster to determine if and
where defects are. For re-training, human experts label images where the equipment
was present or not, and where defects were present or not, in order to continue build
the dataset and achieve even higher levels of accuracy. The latest trained models are
stored, with one being deployed to perform object recognition inference on the drone
(to aim the cameras at the equipment itself), and the other deployed to perform defect
image recognition inference in the data center on the ingested video streams. As
possible defects are identified, the inference output is sent to both the service layer (for
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human audit) and the solution layer, where it is used as part of a larger decision process to
determine whether to call a technician and/or shut down the equipment.

The stacks at the bottom of this slide illustrate the infrastructure — both hardware and
software — underlying each colored step in the solution.This includes a whole lot of Xeon-
based servers in the data center with SSD storage, Movidius VPU’ s in the drones, and
Intel Al software like the OpenVINO toolkit, the Movidius SDK, and the latest Intel-
optimized version of TensorFlow with MKL-DNN.

THE BOTTOM LINE here is that Al in the real world is much more involved than in the lab, and

Intel & our partners are here to help you... not only with your deployment at scale, but to
accelerate each and every step in your Al journey. Next, we’ Il see what Intel Al brings to
the table.

The functional layout (left):

Feed in videos of the industrial equipment captured by a network of remote cameras on
drones

The streaming video input is a set of video clips that show the industrial equipment

The output is a set of short video clips that pinpoint the specific areas of defects that need
to be serviced

All these color-coded boxes represent the various compute nodes in the data center to
support this system

Italic text is the capacity driver — what determines how much compute or storage capacity
is needed at that stage

In the training path, new videos for use in training come in and are stored in the media
store, with capacity driven by the frequency of the import and the number of vides to be
stored

Human experts then review the videos, locate the defects of interest in the images and
categorize their defectiveness

These labeled images are then fed into a system used by the data scientist for developing
and training the deep neural network (DNN)

The output of their works — various experiments and trained models — are stored in the
Model Store

The current best models are moved to the Inference system where they will be used for
real-time analysis of new never-before-seen videos coming from the cameras

Now in the Inference path, as new videos come in to the Inference system, the DNN
automatically identifies defects and stores this information in the Label Store

The subset of interesting clips are stored in the Media Server.

Whenever anyone wants to review the current videos of interest, they can login and issue
requests to the Service Layer — could include a media player — that allows the user to see
all the annotated videos that show defects.
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The datacenter design (right):
e Before we explore the node count for each function, what drives that count?
e Data ingest: frequency of ingest
o UHAKALEAE FE# videos stored
e Feature engineering: frequency of new data
* Training: model complexity, data set size and time-to-train requirement
e Model store: frequency fo training and model lifecycle requirements
* Inference classification: frames/day
o bRICA-E EEH labels & history
o IHAKARSS #5# clips & history
e Service Layer: simultaneous users
e 110 nodes for video storage — 10 cameras running all the time, keeping all the video for a
year
e Going back to my earlier slide about the coming flood of data — this is what we’ re talking
about!
e And as we said before, we can’ t just keep all that data forever.lt” stoo much.Needs to
be processed and acted upon in near real time
e That’ swhat much of the rest of this infrastructure is for
e 4 nodes of Inference servers for running inference on all the video as it comes in
e Thenwe’ vegot4 nodes for Label storage and 3 nodes for Media Server to catch the
output of the Inference process
e And 3 nodes of Service Layer to make those processed videos available to the human
experts who can review them and take action
e The solution layer is where the inference output is used as an input to some larger
analytics/decision process (e.g. calling a technician and shutting down the manufacturing
line)
e Sothat’ salotof hardware.And this is pretty typical layout for an end-to-end Al solution
e Thus, there are big opportunities here, once you dig into a real Al solution, you start to see
how Al spending can grow at >50% CAGR for the next 8 years
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Before we venture any further, it” s important to understand that implementing Al in your
organization will be a journey, and to think about which technology partner can help you
accelerate each step to take you full circle. In the next four slides, we’ [l walk through
an Intel Al case study to illustrate this journey.
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Amazon Web Services* (AWS) : Microsoft Azure* (Azure) : Google 1+#5|%* (GCE) :

Z#K 1 C53% C5n - &FR:Fsv2 - %% : n1-highcpu

vCPU : 2-72 - VvCPU:2-72 vCPU : 2-96

77 © 4gb - 144gb - 97t 4gb-T44gb P97 : 1.8gb - 86.4gb

BRI RS ¢

BT - EERe e vl BAAERE ({85 Skylake) [REF : B -REK/Re Bige A]Y EAER
AVX512 #l VNNI 345

({£= Cascade Lake)

BN CRSIREREMITE R LR SpIZER

WA vCPU (UEA TR EIESE

Not all servers are equal, each CSP has different choices for servers. Depending on your
favorite CSP we recommend looking for these types of instances to get the necessary
Processors that support the optimized software features., e.g., AVX512 and or VNNI
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1. EARBRENIRE R

2. 3iBfT conda env create -f environment.yml B|EEIfIE,
3. 3BfT conda activate tf training BUEIFIE
4.

python -m ipykernel install --user --name tf training --display-name “tf training"

5. HIFEiE{T Jupyter notebook | F3fj notebook

6. 7Ef%HY notebook H1, %1% “Kernel -> Change kernel”, #¥t#¥ “tf training” {9 kernel,
0, EREBERRENMAEETRELS !

R EEZIFENBIEMTR, BEAIMRAE, RENSE 1 FFaERE.

e 5
S

AL . aine .
conda deactivate HA/F conda env remove -n tf_ training
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https://software.intel.com/en-us/devcloud/datacenter

&t DevCloud WBEBAAHY URL LUAIEIENIKF, X=$]F DevCloud
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1. mif Connect BITREREEMINKF,

Intel® DevCloud for Data-Centric Workloads

Home z

Intel® DevCloud is preinstalled with the latest Intel® hardware, frameworks, tools, and libraries.

1

>

LEARN CONNECT

Learn about the features of the compute Use a Secure Shell (SSH) client terminal
nodes, data management, and how to or a Jupyter* Notebook in your web
submit, query, and delete your jobs. browser to begin.
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1. B &IRER (Linux / Mac / Windows)
2. JEF Jupyter Notebook

BT % HIEE % SIF1E jupyter notebook 58K, I THFiERF

BRI 2, ERFTFEBNHARENA P 2 B8 EE U,

o RHNTUER RS AP ENEE,

+  mifihttps://jupyter.devcloud.intel.com/hub/login %3,
SHRZE ) jupyter notebook T,

Intel* DevCloud for Data-Centric Workloads
Comect z

CONNECT TO INTEL” DEVCLOUD

Use a Secure Shell (SSH] client terminal or a Jupyter* Notebook in your web browser to begin

2y >- | 8 o

Connect with a Terminal Connect with a Jupyter* Notebook
Sefect ye
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5.

6.

173 10 £ /) DEVCLOUD JUPYTER NOTEBOOK i /=

BMAZBIESNAF2MZERB, HEER jupyter notebook MK, = yter ~ Jupyter prpeses | ey ey (RS

REREANE “New” RE, FHILHE “Terminal” LRI Com— ———
e, EEBT jupyter notebook EEEI M DevCloud kP, &r] ™ KNk L
FERY = 5 “Control Panel” 1% 53R (2] jupyter 71, =

: Jupyter Logout | Control Panel

(6)

Time left:

3:00:47
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Hottest Wheels: EERELRTIFEN_—FE (https://www.forbes.com/sites/jimgorzelany/2018/09/18/hottest-wheels-the-most-stolen-
new-and-used-cars-in-the-u-s/#3e9577545258)

R RN 10 N ER — 4555 |15RRE)

- ZAEEE (1998) : 45,062

- ZANHEIEE (1997) : 43,764

- #@4%5F-150 (2006) : 35,105

- SEZFA/RYERIZ (2004) @ 30.056 #15H 2017 EENERRILTHE
- ZEMMEE (2017) : 17,276

- B Altima (2016) : 13,358

- FHE%E (2016) : 12,337

- &3 /Ram Pickup (2001) : 12,004

The problem we are trying to solve is based on the hottest wheels — most stolen cars.
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- ZAHEBE (1998) : 45,062 > AHEEEE (1997 - 1998)

- NG (1997) : 43764 > AHFEE (1996 - 1997)

- #@4%5F-150 (2006) : 35,105 - & F150 (2005 - 2007)

- SH=FRYERIZ (2004) : 30.056 > SEHZFE/RYERIZ (2003 - 2004)
- EMEE (2017) : 17,276 > FHESE (2012-2014)

- B Altima (2016) : 13,358 > HF= Altima (2013 -2015)

- FHEET (2016) : 12,337 > FHEE (2011-2013)

- j&3F/Ram Pickup (2001) : 12,004 - 1833 Ram 1500 (1995 -2001)

' GMC Sierra (2017)\'\10'8'6'5\';};{\

> S (2007 -2009)

> GMC Sierra 1500 (2007.~ 2013)
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« AHRRBE (1998)

« KHFEE (1997)

+ 8% F-150 (2006)

- EHR=FRYERZ (2004)
- EMESE (2014)

+ HrF Altima (2014)

« FHEE (2013)

+ j&3F/Ram Pickup (2001)

* GMCSierra (2012)

£

W chevrolet silv.
M nissan_altima ..
M honda_accord 1.
dodge_ram 2081
W chevrolet impa..
W toyota corolla.
W ford f150 2006
gmc_sierra 2012
toyota camry 2.
M honda_civic 19..

ellfEd

Most Stolen Car Training Class Distribution

@M o

We wanted a category of everything but the top 10 most stolen. After experimentation we
discovered that it had too many similarities to the other 10 categories and we ended
retraining without the others category and we got significant improvement in prediction.
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BURF AR BRI 534 1F RGB-BGR i,
MABIZIESH—N A X ZEA Keras*

RGB Mode

RGB - BGR

BGR Mode
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Most Stolen Car Training Class Distribution
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1. ﬂlsﬁk‘

- ERIGBIERTEESIEE
2. ﬁ,ﬁ - JEIRIEZR (Tensorflow*, Caffe*, PyTorch)

nI3§

ResNet FEEHIMLR)

A ES 3. ifv{E
i ‘ fi - REENERIBE, LUt

- BEYUBHR
6. EiiE 4 AR

- ERIGEIRE (REEEIR /caffemodel &)

- BEERZE (InceptionV3, VGG16, MobileNet,

69



70



EFFELRARRE S

FAFRIEAL S EESRARER BeAil P Mk
IHRLEAELR? EI=BpLL? Tensorflow?

@ -
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PRACRYREZF SIHESS

TETSRIVCRMESRTISEGH

RIFRIALRIIESS

& Caffe2
¢ PyTorch

ESIEREAAL: =

_LEDFF!Z‘;.‘ https //software intel. com/en us/framewodes

€1071) ] Distributed (MILI out) AIHIA 577 - i@ M| 7

How do you unleash all that deep learning performance on the Intel® Xeon®
Processor? Well, you need to install an Intel-optimized framework to get
started.

Intel aims to ensure that all major DL frameworks and topologies will run
well on Intel Architecture, and customers are free to choose whichever
framework (s) best suit their needs. We’ ve been directly optimizing the
most popular Al frameworks for Intel Architecture (based on market demand)
and producing huge speedups. We intend to enable even more frameworks in
the future through the Intel® nGraph™ Compiler. Please note that each of
these frameworks have a varying degree of optimization and configuration

protocols, so visit ai.intel.com/framework-optimizations/ for full details.

Of special note is the BigDL framework that’ s been getting a LOT of
traction lately with customers who want an easy way to achieve high-
performance deep learning on their existing big data/analytics
infrastructure. BigDL is a distributed deep learning library for Spark
that can run directly on top of existing Spark or Apache Hadoop* clusters
with support for Scala or Python programming languages.
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REACTIVE ONLY:

At the bottom—right, you can see the badge for the neon framework, which
Intel also develops and maintains.Neon is our innovation framework, which
means we use it to implement new DL research quickly by adding support for
new DL layer types, etc. Neon is also our reference framework, which means
we will typically conduct new performance benchmarking first on Neon.
Customers are free to choose whatever framework they want.We are not
promoting Neon over other frameworks or trying to get customers to switch
from other frameworks to Neon.
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CAFFE | TENSORFLOW | PYTORCH $EEZ=

TR LR T AR Ut PR R MRIREY, IFSERT SR, IMFRER. &

BENEEEN—LEREE:

1. FRRAIRGNEE

2. CPU1ftlL

3. BRI

4. R

5. EEE

6. HEHEBMR (CPU/ERER/FHF/R® Movidius™ 21T EHE/FPGA)
EEBEXLERTE, RIVREFER Google IFREFJHELE TensorFlow

@ | »
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FAi173{n]37E43 TENSORFLOW?

EREEETFIUTER:
FrEHIRRMZE
- SEZEE, BEH “contrib” €, TRTOIRESER, NMSISFESERIEE.

CPU ffifk

- 8 CPU {iL{tAJ TensorFlow AIGIIEREREIRTHESIA 14 (8, FHEBRERFSIA 3.2 &, TensorFlow IFERE,

BH/\t+

A LSTHEBSFISREZ ISR MR R R TR, SUFRMNBEEEEI L, FERA
TensorFlow* Github Z&REHI—EB5.

JEEELR (CPU/GPU/Movidius/FPGA)
— TensorFlow AJLAEARRIRENIRE LT BaEE, B4E CPUM GPU, FEFHNS/NEURE TR,
TensorFlow 5 CPU, GPU. TPUJCHESER, LHREHMEREE. SHw/\E. Bal.,. L,Uszﬁﬁit?‘ ﬂﬁ%a%‘”* A
; F‘servmg. TensorFlow-ExE__l'EHjBﬁlﬁ'—pb/onnx ;
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FAi] 79 {nJ 17533 TENSORFLOW?

EREFEFIUTER:

BRI : 1BETF Torch #1 Theano EEEZF:WE, TensorFlow EEEHEMNITEER AT RS

IESL

(1825F Tensor Board) ,

igist: TensorFlow {HFFELEIXEE “tfdbg” TensorFlow Debugging, IZEEEESTIHEHITEIEIFERS,

PAIMEIE TERPRTS.

EE: TensorFlow BEZMiNE, BIF—BRIM4LE. RENEFIEH R EFSHERFhRAR. &
IRFEEA Keras, ETIFEREMITREZE TensorFlow 2.0 LASTIARES)IZRF0MI.
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RO{a)iEIERILE?

BANEFHASHEX A RER, EEEIHEFIREBEFOMRGIRHE LHTIEE. Alt, EEFRiIP KRS,
BNSREE=KER: G, SSFHHERERE.,

WgEdiE): ARIBATRIVEEIITE, ME)IGHATEERERE. TENEIEFRIEZESRMIER, Al
B I LBIR) | ZRRTED,

HIHE: BTFRIINBIREINSSEIIEIS/R® Movidius™ HETHER, EIEI MRS RRFHIFIIRNEX
INAR ST,

HREE: BEMEHREA, HBREEME. ERMNNBGS, RIVERANELIER, BNSEESS
b 10 DRATHETE,

HRE: AE—DERIVRERREE. REXSHIN)IGEEENAT 7 ERELIE, BRIATETRE
B EEES AR,
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INCEPTION V3 - VG616 - MOBILENET [7) £

BAVREEMLSRE (CPU, &Rk GPU. ZEHF/R® Movidius™ #ETHEE) HaiiFr =ML LGRS,

[REIRES* 27E ResNet-50 LFITIIZRE, B2, ZFF/R® Movidius™ ##2 T EEEIAITE,
FNATNSHRENZIF ML SIE

Inception v3

VGG16

MobileNet

*http://vmmrdb.cecsresearch.org/papers/VMMR_TSWC.pdf
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INCEPTION Vi3

Input: 298x299x3, Output:8x8x2048

BHBOEHHEO

ImageNet 2015

Szegedy, et al.2014

Idea: network would want to use different receptive fields
Want computational efficiency

Also want to have sparse activations of groups of neurons
Hebbian principle: “Fire together, wire together”
Solution:Turn each layer into branches of convolutions
Each branch handles smaller portion of workload
Concatenate different branches at the end

L

Q‘\

Convolution Input: ;)uatp;tma H

AvgPool 299x299x3 X0,
- M‘;gxp‘:?al Final part:8x8x2048 -> 1001
== Concat
== Dropout
sm Fully connected
&= Softmax

https://arxiv.org/abs/1512.00567
intel' Al | 79
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VGG16

224 x224x3 224 x224 x64

112 x 112 x 128

56|x 56 x 256
28 x 28 x 512

rxTxo12
14x14x512 4444096 1x1x 1000

@ convolution+RelLU
{ max pooling
fully nected+RelLU
softmax

FFABERIRRIIHE R T8 HIE

Karen Simonyan #1 Andrew Zisserman, 2014

@ |

One of the first architectures to experiment with many layers (more is better approach)
Uses multiple 3x3 convolutions to simulate larger kernels with fewer parameters

two 3x3 convolutions are equal to one 5x5

three 3x3 convolutions are equal to one 7x7

3x3xcxc - 9¢2
7X7xcxc - 49¢2



MOBILENET

Table 1. MobileNet Body Architecture

Type / Stride Filter Shape Input Size

Conv / s2 3xIxIx32 224 x 224 x 3
Conv dw /s 3x3x32dw 112 x 112 x 32
Conv /sl 1x1x32x64 112 x 112 x 32
Conv dw /52 3% 3 x 64 dw 112 x 112 x 64
Conv /sl 1x1x64x128 56 x 56 x 64
Conv dw /sl 3 x 3 x 128 dw 56 x 56 x 128
Conv /sl 1x1x128 x 128 56 % 56 x 128
Conv dw / 52 3 x 3 x 128 dw 56 x 56 x 128
Conv /sl 1x1 x 128 x 256 28 x 28 x 128
Conv dw /sl 3 x 3 x 256 dw 28 x 28 x 256
Conv /51 1x 1 x 256 x 256 28 x 28 x 256

Conv dw /52 28 x 28 x 256

Conv /sl 14 x 14 x 256
B Convdw /sl | 3 x3 x 512dw 14 x 14 x 512
Conv /sl 1x1x512x512 14 x 14 x 512
Conv dw /52 3% 3 x 512dw 14 x 14 x 512
Conv /sl 1x1x512x 1024 TxT7x512
Conv dw /52 3 x 3 x 1024 dw 7 x T x1024
Conv /51 1x1x1024d x 1024 | 7x T x 1024
Avg Pool / 51 Pool 7 = 7 T x Tx1024
FC /sl 1024 x 1000 1x 1 x 1024
Softmax / sl Classifier 1 x 1% 1000

https://arxiv.org/pdf/1704.04861.pdf
i@ Al | 81

Picked initially due to it’ s small nature

Uses global hyperparameters that efficiently tradeoff between latency and
accuracy

These hyper—parameters allow the model builder to choose the right sized
model for their application based on the constraints of the problem



INCEPTION V3 - VGG16 - MOBILENET

EREZANENEEFNIGHLLRERE, FAIRLEFNMELZ Inception V3,
LR T =M ;

Mobilenet & THEHAIET (74%) , {8&/) (16mb)

VGG16 ERIEMH (89%) , BRA (528mb)

InceptionV3 KIEHEEH (83%) , K/IEH (92mb)

As you will see in the hands on section your results will be similar
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RIBERAOBBEKR, ERMEHNEREFERARE,
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I ZrFNHEZE TERTZ

p 2: Inference

(Over Hourleays_IWeéks) (Real Time)

Input data - it
@ | Person
,/c
Create deep o= \ ssron
network

New input from
camera and
sensors

Trained neural
network model

Output
classification

Output
classification

1. Inference on the PC is the process of performing computations on custom
or specialized trained Al models in systems where limitations for size,
power, and real—-time performance are required to ensure success.



(BJ%E) {5 FE VGE16 0 MOBILENET )1 25

- {F Optional-Training_VGG16.ipynb

{3 Optional-Training_Mobilenet.ipynb
o BEREMIIGERS inceptionV3 BAIANA
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IRE St

Confusion Matrix

© THEE AR RAHERIERS T IA0RE, LA
R ISR

- REER

- pEIRE A
- AEEEEE 5
- ROCH i

+ FEREEICE — 5B 3 £%3 - Model_Analysis.ipynb

120
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SR 8 — EREMEL

1. ﬂlsﬁﬁ

2. 5%

3. fifE

SERIEHERMATE?
BEIDEERMFAEE?
THESES/R® OpenVINO™ TREHZEIR

TRRAMEEBEER CPU. SRR, TR/R® Movidius™
HET R
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shEMEERTAER?

Step 2: Inference

(Over Hours/Days_IWee‘l;s) (Real Time)

Input data b .
- Person
Create deep //O ~0~. Trained :
o o= ~—0 i :
Rl \ del 4B
N .-./ mode
Output '90% person
classification 8% traffic light

New input from
camera and
Sensors

Sta Trained neural
network model
Output
classification

1.Inference on the PC is the process of performing computations on custom or specialized
trained Al models in systems where limitations for size, power, and real-time performance
are required to ensure success.



NIRRT A?

BN, SqueezeNet Zf&EIEHYH
f£ PC FERARIRE E#TEIR
HEHTT TR

RBIYSER(ESZRIRR, ER BEE X EiRPREIRERHA
AT ERIBRE TEReRE

@ | -

https://towardsdatascience.com/deep-learning-on-the-edge-9181693f466¢
1.Bandwidth and Latency

2.Security and Decentralization

3.Job Specific Usage (Customization)
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ABGHRRAER
(TR PINING TE E 45 KRR L)

it —FRIA, BEBUTERERANMMANALK, ESNNEHRDVAZUR— NN EIEFRE LHFENE, WRRARR
AFREEFHARTE RS, EE0UNAXEHIBRMCARRBE. HfENRRXEHHEEERREANNES,
ZRIFAER “ResMobNet_v4 (LReLU) with single SSD head” A A/FRH = F W,

LI sk, MR, AShbsie o Deratics” TR

RIEER OpenVINO

LB EEREEA RS, SEARER GPU. Movidius VPU
BWATR A7 R RIS

R E C++ API
BAFRRE BEASUR
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MIBEIRBIBRA R
(LEETHF/R PINING TE E 44 K hRET1R{EL)

ik L T FE R AN E FR SRR B ANIR I TR QR MIB AR AR SR, WRAAEFIEED ARLE  “FiE", “RE"
CEET RE R, CRIRTHEMRTWAITADHRRGTE, BHBRNOTESFRIXENMR, Hinil
BHERE, ZUAERASERMEENEE, —MEAEFRESRIIBIA MobileNet EFH, B—1MALEBRAL,

BERBRATRA, HHEN, WMEEE

REER OpenVINO
BHEK FRREEE RS, ERI/RER GPU. Movidius VPU
AR AR Hb1F RE RO ST

Rz XS 2= C++ API
AFRE BEAVTA

https://towardsdatascience.com/background-removal-with-deep-learning-c4f2104b3157
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X S REEM LRI T 2R R EY

OpenVINO™ TEEH#SFEL I MACMTIIGEER, MEBERE/R® VIESF EMRAXEEHBEREZIME, ERXEEMHTHRME R
E, ZRERNIIFECHRE,

Pl ZriE B

151 R= g - IRBBRBNR
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AR AAITIIRB
ARBIRG - 18/ /i8R
&R EIRA

FIRTHIE HHERS
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GENREF IRt ENAREET &N

HENRREE

I, WA S/ <A {5 R AL (L4 Efift. BERRIARE. BEX

PR

REMER

M Asynch API, 1$XISRAMATF Single Shot Multibox
Detector (SSD) 4
Y&RiGN SSD + ARBIR

1 XA Fe © RXOWKRENEE
Hello #3843

ZE AR

B&gnE

YRIERT AR

% REE AR

Sharpen the difference
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OPENVINO” T ELEA(F AL ZE

FAFIAETR® LEEREAINEE: CPU, HEREREFRR CPU, FPGA, VPU

RHIEEE SREFS

ERER R SRS, RSNEMTEE. SIFF EFEEF API 7 10 NMIEMEE, RIBETFTERME
A SE IS VA MZg (CNN) BGREZIHEEES.

BURRIER)

ERRILAY OpenCV* #1 OpenVX* THAEEEFIRT 15
NrBlgEiERdial, REFA—R, BIETSREEIXFIFIR
SREVSS/REBHDIR S

{58 OpenCV* SRy FEHY OpenCL™ BiRtEE
TINEE SATAE R,

55RO REFINETEENPIRLATHEIMSEZRICRENALL, HEERT 10 {5, SIMEEERTUR.
EEMREINE RIESCIBTHAERS Spectré f1 Meltdowr! iGRAIEKIAHN THIE(FEH AL, LHEME, XLERTHABERTENRENRA. BXEMIREUTNERNETERSS, HAE:
https://www.intel.cn/content/www/cn/zh/benchmarks/benchmark.html

R AR HAEAN

i =, 8 oy )
OpenVX 1 OpenVX #; Khronos Group K. ||'|te| AI I 100

OpenCL #1 OpenCL fRARFERABINIRGR, FIR(S Khronos AFRIFIRERER

— Using a common API across CPU, GPU, FPGA and Movidius VPU allows for
heterogeneity, fallback to CPU and/or GPU and no need to recode when
testing on different HW.

— 10x improvement was achieved by GE when comparing a standard TensorFlow
model they were using for image classification vs. when they used the
DLDT. This was achieved on a Xeon system and allowed GE to increase
their performance without the need of adding discrete GPU cards.

— Over, 40 models and samples are included in the package. In addition,
there is a model downloader that will also download public models.

- Fasy way to create an operation that isn’ t covered by the IE out of the
box. You can express that as a composition of existing IE ops or
register the op in the MO and connect it to the entirely new IE layer
in C++ or OpenCL. The existed layers have been reorganized to “core”
(general primitives) and “extensions” (topology—specific, for example
Detection Output for SSD). These “extensions” should be built and
loaded explicitly.
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— Speed development - auto fallback to CPU/GPU for FPGA
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AEF I UER TR

OpenVINO™ EBRAFinEinilnEBE TR

OpenVINO™
™~
@xnet Caffe AP| BRAR AP| fBREE EIERmBERALR
%= 22}
TSRS REFIHELREM RS BEXRB SRR
ey
— OpenCV*/OpenVX* OpenCL™

. J J

' Y
FEFINTEINRRE (EFRITEINRRE
BT AR E G EAOR . | ET R G L S XIS BT KR A0
. DIXISFSE, LUESEMANESGSE FEROERE.

RSSO AT - SRS SR R E RS,
. BRETESREENXBHHTANNSN [ REUES TSR R,
ETREERE. t

OpenVX #] OpenVX £ Khronos Group 517, i D
OpenCL 7] OpenCL #; RATIRHR, BIR13 Khronos BOIFaI5REER. iniss Al Y

Key Takeaways

—OpenVINO™ has tools for both Traditional and Deep Learning CV
~Multiple Intel tools (Media SDK, OpenVINO™ , ISS) work together to
provide a complete CV pipeline optimization solution

—Using OpenVINO™ allows developer to maximize HW performance by using
common API without having to go to the Metal

—-Fasy to incorporate deep learning with the Deep Learning Deployment
Toolkit

—Trad. And DL are not mutually exclusive

OpenCL is used for:

srequired to run with GPU target (c1DNN) using Intel® Processor Graphics
ecustom kernels

*other kernels can be used for other non—-inference pipeline stages, such
as color conversions

Media SDK - API to access intel Quick Sync Video - hw accelerated
encoding, decoding and processing
*H. 265, H. 264, MPEG-2 and more

*Resize, scale, deinterlace, color conversion,, composition, denoise,
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sharpen and more
*Outstanding perf., rich API to tune pipeline, support new proc. w/o code
change
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1 FIMREY,

BRI :
Caffe*
Mxnet*

TensorFlow*

RIFR° REFIBETREMN

HEET

HREUAARS
- B
- i
. SR

(TR, BRILKL)

B TR RS

HHE

HHES 28R API BT
RIFEFRSCHEHETE,

FAFRZF

AV

s 5|

At/ =43 =

(g HEIES [ BESTATY R, 2
SHFHASORENZ S FEEX AT MRS
R,

(RBRMI)

YRt
C++

YR
OpenCL™

Iy RE
OpenCL™/#57E

E{}!‘ RiE

@A[ | 103
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SR 2 — 1RBli1Es (M)

1RBMIALRE

3= u
2t FRIEERT (IR) XX

T HEeAEH
—

SFEM. BF Python * WIIERERBESRIELE,
MEMIERS ISR (Caffe *, TensorFlow *, MXNet *, iHRISZISESIELR...) &

ISIET 8 100 NEMTF Caffer. MXNet* Fl TensorFlow* HIHEL, s %
fﬁﬁiﬁ)ﬁﬁ;\zﬁpﬁmg EXER R R XHAEE Caffe*. //
HWFARZ : ﬂDAEiEﬁI@&&E?E. (BEEBRGER. : ;

@Al | 106

The redesigned Model Optimizer software is implemented as Python code,
replaces the previous solution entirely and offers new features:

- entirely new workflow, at the same time simplified and not requiring User to
rebuild Caffe, etc.

- Windows support;

- Caffe is not required to generate IRs for models consisting of Standard Layers,
OR when user already provides his custom layers;

- fallback to original framework is possible in case of unsupported layers (then
framework is required);

- additional optimizations generalized from existed in the old MO;

- improved usability, stability and diagnostics capabilities; [no analyzer cap]

- total ~110 public models supported for Caffe, MXNet and TensorFlow
frameworks - list is available on request;

The Model Optimizer is easier to install, and easier to use for optimizations
Improved performance and output

BRI

written in easy Python language, more efficient workflow

using standard layers, get faster performance without the overhead of
frameworks
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IRBRAERED IR IERE (£8)

TREH
TEEEE
J& Batch normalization #5325}, scale shift

MYRIAD

15 scale shift §4&%! convolution FPGA/DLA
ZIFRAE (dropout)
FP16/FP32 Et,

1B LSRRI TRRR B R — 25
1SR BT AR RIS R AOTIAN /S L R,
B —MESE R RIS .,

WRIASR Tk RMRER, :

@Al | 107

The redesigned Model Optimizer software is implemented as Python code,
replaces the previous solution entirely and offers new features:

- entirely new workflow, at the same time simplified and not requiring User to
rebuild Caffe, etc.

- Windows support;

- Caffe is not required to generate IRs for models consisting of Standard Layers,
OR when user already provides his custom layers;

- fallback to original framework is possible in case of unsupported layers (then
framework is required);

- additional optimizations generalized from existed in the old MO;

- improved usability, stability and diagnostics capabilities; [no analyzer cap]

- total ~110 public models supported for Caffe, MXNet and TensorFlow
frameworks - list is available on request;

The Model Optimizer is easier to install, and easier to use for optimizations
Improved performance and output

BRI

written in easy Python language, more efficient workflow

using standard layers, get faster performance without the overhead of
frameworks

107



IRBMIALRREN IR 1ERE

wfl

1. BB BB N ER.
2. EETTENELL "N IZIRE.
3. 5B RelU SHBI—MEMZL.

Convolution Convolution + ReLU

@Al | 108

The redesigned Model Optimizer software is implemented as Python code,
replaces the previous solution entirely and offers new features:

- entirely new workflow, at the same time simplified and not requiring User to
rebuild Caffe, etc.

- Windows support;

- Caffe is not required to generate IRs for models consisting of Standard Layers,
OR when user already provides his custom layers;

- fallback to original framework is possible in case of unsupported layers (then
framework is required);

- additional optimizations generalized from existed in the old MO;

- improved usability, stability and diagnostics capabilities; [no analyzer cap]

- total ~110 public models supported for Caffe, MXNet and TensorFlow
frameworks - list is available on request;

The Model Optimizer is easier to install, and easier to use for optimizations
Improved performance and output

BRI

written in easy Python language, more efficient workflow

using standard layers, get faster performance without the overhead of
frameworks
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IRt

FIl

« E4RE IR XM, MO RRRRIERIISE
+  BUEERBERNHEMNEEINITER
- Tl —ERL . iEE
© MO FJLURHRIIXERAER IR
+  fEM MO BIESRISTEIRER:

- Caffe:
https://docs.openvinotoolkit.org/latest/ docs_MO_DG_prepare_model_convert_model_Convert_Model_From_Caffe.html

- Tensorflow :
https://docs.openvinotoolkit.org/latest/_ docs_MO_DG_prepare_model_convert_model_Convert_Model_From_TensorFlow.html

- MxNet:
https://docs.openvinotoolkit.org/latest/ docs_MO_DG_prepare_model_convert_model_Convert_Model From_MxNet.html

. 5

109



WIEREXE (Hi%)

BEXEXREETE MO EXETIFRA,

BEENET ISR R

- 58 £ Caffer ATAIMETL X

BEENEEMA Custom, HERARSR Caffe itEE4 Custom ERYEHAZIRK,

- EERYES Caffe Python 0

- E3K CustomLayersMapping.xml X{4BEFREEN 2
TensorFlow* RAYHIZRRBE

@A[ | 110

110



| BN 4- R | EA]

© SHCPUEERK S MOVIDIUSIFPEA Y 55

111



{EFHERE

BB LT —H) AP, RFTERTA RAFF/R® 4244
(IA) ERTHEE

X AEA T HERE A B ARAY AL HERT
(CPU/iGPU/FPGA)

ST AT BEELRNITE
SERTARSERE

TRARERFR® REROFFER, HRRE

25 | ESL M RIERE! T RE

HREMBIERRANERNER

RLFA/BRSS
3|

SEATRY

H#EIBE| EEA API

3 Movidius
(MKLDNN) 75+ RIRNN & fE it

N T
IR &R FHRF/R® Movidius™
£+ (GPU) Myriad™ 2 VPU

FPGA ${E e

braias )

CPU : Z45/R® Eige/
g

ZLRF/R® Arria® 10
FPGA
R
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Heterogeneity — Device affinities.

User can specify (example) “HETERO:FPGA, CPU”

that FPGA does not support.

This can also be used for CPU+GPU cases when User has custom layers
implemented on CPU only and wants to execute rest of topology on GPU
without obligation to rewrite the custom layer for GPU

Async API usage improves
to do other things (like

overall frame-rate of the application, allowing
next frame decoding), while accelerator is busy

with inference of the current frame.

to fallback to CPU for layers
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RFRA
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BERMASHHER, URESMZELHT
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HEIE 5| SR T

+  CPU— ZE¥§/R° MKL-DNN ¥
- XFEFFP32, INT8 (BFIAHKRD

f

- RRBERC ERO[HENRC BANRERED® FE
(https://github.com/010rg/mkl-dnn)

+  GPU—cIDNN f&#
- X¥FP32 M1 FP16 (HEEMT LRI
- X#F Gen9 M EREF524Y (https://github.com/01org/cIDNN)
+  FPGA — DLA j&fF
- HHFEEER® Arria® 10
- FP16 ZUBZE, FP11 BNSHH
+  ZEFR® Movidius™ #2 i+HE — FHF/R® Movidius™ Myriad™ VPU

- ZEKHR® Movidius™ Myriad™ X 32—%RF1E (28 ).,

Layers in mkldnn and cldnn and extension layers

JI=

ARZFHELFET H bR

Layer Type MyriadX
Convolution

Fully Connected

Deconvolution
Pooling
ROI Pooling
ReLU
PReLU

Sigmoid

Tanh

Clamp
RN

Normalize

Mul & Add
Scale & Bias.

Batch Normalization

SoftMax

Split

Concat

Flatten

Reshape

Crop

Mul
Add

Permute

PriorBox

SimplerNMS

Detection Output

Memory / Delay Object

Tile

@A[ | 14
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ISR PENVING TE E 4

o RELUTHEEALRERA | https://software.intel.com/zh-cn/openvino-toolkit/choose-download

«  J87E TensorFlow* KB
o FREARTNIE — LR
o BITHERERR), BEEEABAMAE (MO) FIZIKEGY RSB ERA hER R

@A[ | 116

116



| ' 1§m mﬁ“@

FEET (R) Xf

117



ERREEALHFERMIERFERT (IR)

9 TensorFlow* EEERE AL1L35 -

o [ERALUTEBEEE bash B4 (Linux* BERST) SHAEH (Windows* #(FHRLE) A TensorFlow* IEREREE R (L1125 -

<INSTALL_DIR>/deployment_tools/model_optimizer/install_prerequisites folder:

install_prerequisites_tf.sh

install_prerequisites_tf.bat

@A[ | 118
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ERREEALHFERMIERFERT (IR)

1% TensorFlow* A :

Go to the <INSTALL_DIR>/deployment_tools/model_optimizer directory

£ mo_tf.py AR ERZERNWRILEIRAEFHH hERR (BNEE./../models/ Y resultxml F result.bin) A% A
A pb 3THF

python mo_tf.py --input_model <TRAIN_DIR>/frozen_inception_v3.pb
--model_name result \

--output_dir ../../models/

BRI 2R FHELY pb X4, Hif RGB #l BGR < [BHIEENNF, Fi¥FERRNWEBANGEFHEIEENFP16:
python mo_tf.py --input_model <TRAIN_DIR>/frozen_inception_v3.pb \

--reverse_input_channels \

--mean_values [255,255,255] \

--data_type FP16

@Al | 119

Note: The Model Optimizer does not revert input channels from RGB to BGR by

default, as it did in the 2017 R3 Beta release.Manually specify the command-line
parameter to perform this reversion:--reverse_input_channels
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IKNFILiE — 2=

& T
C:/Work/all_nodes.rs50.xml
- RBIRHER i esyoo e
13
T A ST
=[:i] I scan Folder

& CPU C GPU C Movidius Inference

- AEODIBIES AP SR ARG TR A — a7
RITE, LIBBESEETDEMNA.
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%R T RHRER S AR RS TR IR

=a,

MITIEEET R BEET:

ython Inference

=2

TER:

i

ZISBIETAGHEY Inception_V3 [
48, ZMILEHET ImageNet i#1Til
SRR ERGTEMRmR, BE 1000 4
5. BEMFEIEM, ZIREHE
RE—BHITTENR, (EEAREE
HEETEIRY 10 DR,

M OpencCV i VideoCapture 3%
ENMfE, ZRIFSERZEE T

B, SRETERRSRIFMLELE
Heraabara.
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OPENVINO™ Mz FE #1737

P2 EEWA/ RS pilIEs7: i SAER
4

_J
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1. hnEESF 5. HEEWA
plugin = IEPlugin(device=device_option) inputs={input_blob: [cv2.resize(frame_, (w, h)).transpose((2,
2. BEUR/ MR 0.
6. e

net = IENetwork(model=model_xml,weights=model_bin)
3. BB A T8 res = exec_net.infer(inputs=inputs)

res = res[out_blob]
input_blob, out_blob = next(iter(net.inputs)),

next(iter(net.outputs)) 7. SATREH
4. InEiEE top = res[0].argsort()[-1:][:-1]
n, ¢, h, w = net.inputs[input_blob].shape pred_label = labels[top[0]]

exec_net = plugin.load(network=net)

\\
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1E JUPYTERNOTEBOOK _L 3T 1T HEEE

IR RIET jupyter notebook SEfTIEBA{LARLBIE IR XX (bin/xml) , FHEEMMEIRS|EHITHE

SE 5 4534 - OpenVINO_Video_Inference.ipynb

- ¥ “arg_device” ZEIRE RN “CPU", “GPU” 3k “MYRIAD", LI7E CPU. £5LEF3IEHE/R® Movidius™ #& 1t
g

B BT
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® Tco/REM £3. () =eh

wife, siE fEBYREFR REZSINNE BFRENRSME..
B EATRERZK... EHMAEME...

Security Essentials
SecL : EREIEFR/LEIERS/R®

ETRSTARNE 1 AL 575 W6 GH0ALERATIERT TE ITRRE tnse Catén wEAC TR, BEALEFBEE 3
nn:ﬁ—d&-{dﬂ 2018 =1y A8 E (57 (7) . 2019 Ezsp;au ) §12019 S28 26 5 (30 ili. TRTLERMEAF NS B ’iﬁFﬂn,{ s
mun!eﬁwmwlimnmuxzanﬁ LEFR), S L83 sses, . HFEFES THARMREE LR RUE E A ERPERTAERY
5 ZERESTROENTEEE, Te 2 R 1R T 4528 DAGENR BT T et S
ney&zn (ammaxgmREmRy 55 hil 20
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Let me introduce you to the all new 2" Generation Intel® Xeon® processor
scalable family (formerly codenamed Cascade Lake), which is drop—in
compatible with the previous Intel® Xeon® Scalable processor platform.

You can use it to:

Achieve the deep learning performance you need thanks to built—in
acceleration with Intel DL boost, optimized DL SW frameworks, and the
ability to efficiently scale up to hundreds of nodes

Lower TCO/increase utilization by sharing resources between data center
and Al workloads, with even more agility thanks to new features like
IMT/ADQ/SST

Confidently analyze your sensitive data with hardware—enhanced security
including new features like Intel SecL and TDT

And so much more:--



SAFROEESZ SN0 (DLB00ST) (@

XEON
RAXEMEMEIES (VNNI) “nsice” |

wre NI

Current AVX-512 instructions to perform INT8 convolutions: vomaddubsw, vomaddwd, vpaddd

| vpmaddwd

INPUT
INT8

< vpmaddubsw
INT8

OUTPUT
INT16

OUTPUT
INT32

CONSTANT
INT16

ypaddd

Future AVX-512 (VNNI) instruction to accelerate INT8 convolutions: vpdpbusd ™

INPUT

INT8 | OUTPUT

INT32
INPUT 3.

INT8
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Intel® Deep Learning Boost (VNNI) on the 27d Generation Intel® Xeon®
Scalable processor is designed to deliver significant, more efficient Deep
Learning (Inference) acceleration.

*Intel® DL Boost (VNNI) is a new Intel® Advanced Vector Extension (Intel®
AVX-512) instruction

*It is a fused multiply—-add instruction, which is often used in matrix
manipulations as part of deep learning inference

*The new VNNI instruction combines what were three separate instructions
into a single processor instruction, saving clock cycles on the processor.

*VNNI can help to speed up image classification, speech recognition,
language translation, object detection and more
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As you can see in this performance chart, if the last time you tried
running deep learning on a Xeon CPU was 2 years ago, you re in for a big
pleasant surprise, as software optimizations alone on the Skylake
(previous Xeon) platform resulted in up to 285X deep learning throughput
improvement! With the new 2" Generation Intel® Xeon® Scalable processor,
with build-in DL acceleration via Intel® DL boost (with VNNI), you can
expect up to double that performance again!

129



{5 R 245 13" OPENVIND”

- IEE#SRIREZENE

130



= MER

REPIER NN EEGRR

BAER) IR

+
ST |

+
i8 BLEX

L

EITHS BT ER

IR R CPU S ML

@M | 131

131



R GERENEERNS]

OpenVINO T EE 4 IFERYGT/RIATESR ES0HE int8 (R BUHEIR ©

=3

- (ERERRILER T E (https://software.intel.com/en-us/articles/OpenVINO-ModelOptimizer)
SRR RIAERAE AT, LIhEERTR (IR) UM ER,

- fEFAZEER OpenVINO TEEHS KA HIKETR
(https://docs.openvinotoolkit.org/R5/_samples_calibration_tool README.html)
SEERAR A, TEZEN IRER, BETRIERZW,

- ERIRBANERRE T,
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s =] s
1RfEEANIER
IR SR E S RO R NIE A SRS etF/Re AT SEERESE IR,

Fralsea], S EEZA S=#T . (Ghostery, uBlock, AdGuard %)
SPNMLE: https://intel.az1.qualtrics.com/jfe/form/SV_9EIVi2JXNF1ViiV

=L

CERTIFICATE OF COMPLETION

Your Name Here
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ZHF/R° OpenVINO™ TREM SRR
https://software.intel.com/en-us/openvino-toolkit
3E{b3¥3 Coach
https://github.com/NervanaSystems/coach

NLP S84l

http://nlp_architect.nervanasys.com/

Nauta
https://www.intel.ai/introducing-nauta/#gs.8hTP6kBc
BigDL
https://software.intel.com/en-us/ai/frameworks/bigdl
M Caffe* RIBHIF/RINIE
http_)s:[[soft!vare.intel.com[en—us[a.i[frameworkg[caffe

: rF;(gw* ﬂf]ﬁﬁﬁ_{‘a ﬂl’.ﬂ?\

tel.com/en-u fra

—

iR

BEEZEREXEATEEMEHISFT:
https://software.seek.intel.com/AlWebinarSeries
AT HEgERE

. ATEREEN

. https://software.intel.com/en-us/ai/courses/artificial-
intelligence

. HEFES

. https://software.intel.com/en-us/ai/courses/machine-learning
- REFS

. https://software.intel.com/en-us/ai/courses/deep-learning
«  Tensorflow* E’\J}Tjﬁﬁ}?}ﬁq”%g

. https://sof'tware.intel:com/en-uslai/{:oursesLte/n.so rflow
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