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ative Al At Our Fingertips

st enterprises do not need a multi-task or all-task generative Al
(genAl) application but rather a task- or domain-specific
high-accuracy model. These are more likely to have a lower
computing requirement and can be deployed on existing
infrastructure, thus saving costs. At the same time smaller models
are easier to manage, can be designed with daily updates from a
real-time database, thus enabling better and more accurate results.
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Whenever an enterprise does need a multi-task or all-task
genAl model, a highly efficient approach would be to fine-tune
a pre-trained frontier LLM model, rather than creating a new
one from scratch, since defining the model topology is

the most compute intensive and therefore time

consuming and costly task. Bloomberg developed their

LLM model in-house with a significant amount of

Al training from the ground up. FinGPT was $Millions+
developed by a team of scientists from Columbia

and New York University using a simple yet

effective method for fine-tuning financial

LLMs, requiring no significant Al training.

As a result, the FinGPT cost much less

to complete than BloombergGPT.
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GenAl does not require a
million-dollar supercomputer
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GenAl models can even be trained on CPUs
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Generative Al model trained
on 10 4t Gen Intel Xeon
CPUs in 10 days
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